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Abstract. We study the classical solution of the nonlinear inverse boundary value problem for the sixth-order

Boussinesq equation with double dispersion. The essence of the problem is that it is required together with the

solution to determine the unknown coefficient. The problem is considered in a rectangular area. To solve the

considered problem, the transition from the original inverse problem to some auxiliary inverse problem is carried

out. The existence and uniqueness of a solution to the auxiliary problem are proved with the help of contracted

mappings. Then the transition to the original inverse problem is made, as a result, a conclusion is made about

the solvability of the original inverse problem.
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1 Introduction

The theory of inverse problems for the differential equations is a dynamically developing branch
of mathematics. Inverse problems arise in various areas of human activity such as seismology,
mineral exploration, biology, medicine, quality control of industrial products, etc., which puts
them among the topical problems. The presence of additional unknown functions in the inverse
problems requires some additional redefinition conditions are also given. The fundamental works
in studying the inverse problems both from theoretical and practical points of view belong to
outstanding scientists A.N. Tikhonov, M.M. Lavrentiev, V.K. Ivanov and their students.

The sixth-order Boussinesq equation with double dispersion describes motion of waves on
water with a stress surface and was considered by Schneider and Eugene in (Ivanov, 1962).
Various boundary value problems for the Boussinesq type equation were studied in (Polat, 2008;
Xu et al., 2008; Polat & Ertas, 2009; Lin et al., 2009; Wang, 2016; Wang & Esfahani, 2014).
Various inverse problems for certain types of partial differential equations have been studied
in many works (Kamynin, 2013; 2018; 2020). For the Boussinesq equation of the sixth order,
inverse problems were considered in (Farajov, 2021a; 2021b; 2021c; Mehraliyev & Farajov, 2021).

In this paper we consider the inverse problem for the sixth-order Boussinesq equation with
double dispersion, where, along with the solution, an unknown coefficient should also be found.

2 Formulation of the problem and its equivalent form

Let DT = {(x, t) : 0 ≤ x ≤ 1, 0 ≤ t ≤ T} and f(x, t), φ(x), ψ(x), h(t) are given func-
tions defined for x ∈ [0, 1], t ∈ [0, T ]. Consider the following inverse problem: to find a pair
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{u(x, t) , a(t)} of the functions u(x, t), a(t) satisfying the equation

utt(x, t)− uxx(x, t)− uttxx(x, t) + uxxxx(x, t) + uttxxxx(x, t) =

= a(t)u(x, t) + f(x, t) (1)

with initial
u(x, 0) = φ(x), ut(x, 0) = ψ(x) (0 ≤ x ≤ 1) (2)

and boundary conditions

ux(0, t) = u(1, t) = uxxx(0, t) = uxx(1, t) = 0 (0 ≤ t ≤ T ) (3)

and with additional condition

u(0, t) = h(t) (0 ≤ t ≤ T ), (4)

Introduce the designation

C̃4,2(DT ) =
{
u(x, t) : u(x, t) ∈ C2(DT ), uxxxx(x, t), uttxxxx(x, t ∈ C(DT )

}
Definition 1. A pair {u(x, t), a(t)} of the functions u(x, t) ∈ C4,2(DT ) and a(t) ∈ C[0, T ]
satisfying equation (1) in DT , condition (2) in [0, 1] and conditions (3)-(4) in [0, T ] we call a
classical solution to boundary value (1)-(4).

We prove the following

Theorem 1. Let f(x, t) ∈ C(DT ), φ(x), ψ(x) ∈ C[0, 1], h(t) ∈ C2[0, T ], h(t) ̸= 0 (0 ≤ t ≤ T )
and the matching conditions

φ(0) = h(0) , ψ(0) = h′(0) .

are satisfied. Then the problem of finding a classical solution to problem (1)-(4) is equivalent to
the problem of determining the functions u(x, t) ∈ C4,2(DT ) and a(t) ∈ C[0, T ] from (1)-(3) and

h′′(t)− uxx(0, t)− uttxx(0, t) + uxxxx(0, t)+

+uttxxxx(0, t) = a(t)h(t) + f(0, t) ( 0 ≤ t ≤ T ) . (5)

Proof. Let {u(x, t), a(t)} be a classical solution to problem (1)-(4). Since h(t) ∈ C2[0, T ], differ-
entiating (4) two times over t we get

ut(0, t) = h′(t) , utt(0, t) = h′′(t) (0 ≤ t ≤ T ). (6)

Taking x = 0 in equation (1) we find

utt(0, t)− uxx(0, t)− uttxx(0, t) + uxxxx(0, t) + uttxxxx(0, t) =

= a(t)u(0, t) + f(0, t) ( 0 ≤ t ≤ T ). (7)

From this considering (4) and (6) we arrive at (5).
Now let’s suppose that {u(x, t), a(t)} is a solution of problem (1)-(3), (5). Then from (5)

and (7) we get
d2

dt2
(u(0, t)− h(t)) = a(t)(u(0, t)− h(t)) (0 ≤ t ≤ T ) (8)

Considering (2) and φ(0) = h(0) , ψ(0) = h′(0) we have

ut(x, 0)− h′(0) = ψ(0)− h′(0) = 0 . (9)

From (8), taking into account (9), it is clear that condition (4) is also satisfied. The theorem is
proved.
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3 Solvability of the inverse boundary value problem

The first component u(x, t) of the solution {u(x, t), a(t)} to problem (1)-(3), (5) we seek in the
form

u(x, t) =

∞∑
k=1

uk(t) cosλkx
(
λk =

π

2
(2k − 1)

)
, (10)

where

uk(t) = 2

∫ 1

0
u(x, t) cosλkxdx (k = 1, 2, ...).

Then applying the formal Fourier scheme, from (1) and (2) we obtain

(1 + λ2k + λ4k)u
′′
k(t) + (λ2k + λ4k)uk(t) == Fk(t;u, a) (0 ≤ t ≤ T ; k = 1, 2, ...), (11)

uk(0) = φk, u
′
k(0) = ψk ( k = 1, 2, ...), (12)

where

Fk(t;u, a) = a(t)uk(t) + fk(t) , fk(t) = 2

∫ 1

0
f(x, t) cosλkx dx,

φk = 2

∫ 1

0
φ(x) cosλkxdx, ψk = 2

∫ 1

0
ψ(x) cosλkxdx (k = 1, 2, ...).

Solving problem (11)-(12) we find

uk(t) = φk cosβkt +
1

βk
ψk sinβkt+

+
1

βk(1 + λ2k + λ4k)

∫ t

0
Fk(τ ;u, a, ) sinβk(t − τ)dτ (k = 1, 2, ...), (13)

where

β2k =
λ2k + λ4k

1 + λ2k + λ4k
(k = 1, 2, ...).

After substitution of the expression uk(t) (k = 1, 2, ...) into (10) for the determination of
u(x, t) we get

u(x, t) =
∞∑
k=1

{
φk cosβkt +

1

βk
ψk sinβkt +

+
1

βk(1 + λ2k + λ4k)

∫ t

0
Fk(τ ;u, a, ) sinβk(t − τ)dτ

}
cosλkx. (14)

Now from (5) taking into account (10) we have

a(t) = [h(t)]−1

{
h′′(t)− f(0, t) +

∞∑
k=1

(λ2k + λ4k)(u
′′
k(t) + uk(t))uk(t)

}
. (15)

Consideration of (13) in (11) gives

(λ2k + λ4k)(u
′′
k(t) + uk(t)) = −u′′k(t) + Fk(t;u, a, b) =

=
λ2k + λ4k

1 + λ2k + λ4k
uk(t) +

(
1− 1

1 + λ2k + λ4k

)
Fk(t;u, a, b) =

=
λ2k + λ4k

1 + λ2k + λ4k
uk(t) +

λ2k + λ4k
1 + λ2k + λ4k

Fk(t;u, a, b) = β2kuk(t) + β2kFk(t;u, a, b) =
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= β2kuk(t) + β2kFk(t;u, a, b) == β2k

[
φk cosβkt+

1

βk
ψk sinβkt+

+
1

βk(1 + λ2k + λ4k)

∫ t

0
Fk(τ ;u, a, b) sinβk(t− τ)dτ

]
+ β2kFk(t;u, a, b),

k = 1, 2, ..., 0 ≤ t ≤ T.

To obtain an equation for the second component a(t) of the solution {u(x, t), a(t)} we put the
last relation into (15)

a(t) = [h(t)]−1

{
h′′(t)− f(0, t)+

∞∑
k=1

β2k

[
φk cosβkt +

1

βk
ψk sinβkt+

+
1

βk(1 + λ2k + λ4k)

∫ t

0
Fk(τ ;u, p) sinβk(t− τ)dτ + Fk(t;u, a, b)

]}
. (16)

Thus, solution of problem (1)-(3), (5) is reduced to the solution of system (14), (16) with respect
to the unknown functions u(x, t) and a(t).

To study the problem of the uniqueness of the solution of problem (1)-(3), (5), the following
lemma plays an important role.

Lemma 1. If {u(x, t), a(t)} is arbitrary classical solution of problem (1)-(3), (5), then the
function

uk(t) = 2

∫ 1

0
u(x, t) cosλkxdx (k = 1, 2, ...)

satisfies system (13) in [0, T ].

Proof. Let {u(x, t), a(t)} be any solution to problem (1)-(3), (5). Then multiplying both sides
of equation (1) by the function 2 cosλkx (k = 1, 2, ...), integrating the obtained equality over x
from 0 to 1 and using the relations

2

∫ 1

0
utt(x, t) cosλkxdx =

d2

dt2

(
2

∫ 1

0
u(x, t) cosλkxdx

)
= u′′k(t)(k = 1, 2, ...),

2

∫ 1

0
uxx(x, t) cosλkxdx = −λ2k

(
2

∫ 1

0
u(x, t) cosλkxdx

)
= −λ2kuk(t) (k = 1, 2, ...),

2

∫ 1

0
uttxx(x, t) cosλkxdx = −λ2k

(
2

∫ 1

0
utt(x, t) cosλkxdx

)
= −λ2ku′′k(t) (k = 1, 2, ...)

2

∫ 1

0
uxxxx(x, t) cosλkxdx = λ4k

(
2

∫ 1

0
u(x, t) cosλkxdx

)
= λ4kuk(t) (k = 1, 2, ...),

2

∫ 1

0
uttxxxx(x, t) cosλkxdx = λ4k

(
2

∫ 1

0
u(x, t) cosλkxdx

)
= −λ4kuk(t) (k = 1, 2, ...)

we obtain that equation (11) is satisfied.

Similarly, the fulfilment of (12) is obtained from (2). Thus uk(t) (k = 1, 2, ...) is a solution
to problem (11), (12).

As immediately follows from this the function uk(t)(k = 1, 2, ...) satisfies to system (13) on
[0, T ]. Lemma is proved.
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It is obvious that if uk(t) = 2
∫ 1
0 u(x, t) cosλkxdx (k = 1, 2, ...) is a solution of system (13),

then the pair {u(x, t), a(t)} of the functions u(x, t) =
∑∞

k=1 uk(t) cosλkx and a(t) is a solution
to system (14), (16).

The above lemma implies the validity of the following
Consequence. Let system (14), (16) have a unique solution. Then problem (1)-(3), (5) cannot
have more than one solution, i.e. if problem (1)-(3), (5) has a solution, then it is unique.

Now, in order to study problem (1)-(3), (5) consider the following spaces.
1. Denote by B5

2,T [19] the set of all functions u (x, t) of the form

u(x, t) =
∞∑
k=1

uk(t) cosλkx
(
λk =

π

2
(2k − 1)

)
,

Defined on DT , where each of the functions uk(t) (k = 1, 2, . . .) is continuous on [0, T ] and

JT (u) ≡

( ∞∑
k=1

(λ5k ∥uk(t)∥C[0,T ])
2

) 1
2

< +∞.

The norm in this space is defined as

∥u(x, t)∥B7
2,T

= J(u).

2. By E5
T we denote the space of the vector functions {u(x, t), a(t)} such that u (x, t) ∈ B5

2,T ,
a (t) ∈ C[0, T ] and equip this space by the norm

∥z∥E5
T
= ∥u(x, t)∥B5

2,T
+ ∥a(t)∥C[0,T ] .

Clearly, B5
2,T and E5

T are Banach spaces.

Now we consider in E5
T the operator

Φ(u, a) = {Φ1(u, a),Φ2(u, a)},

where

Φ1(u, a) = ũ(x, t) ≡
∞∑
k=1

ũk(t) cosλkx,Φ2(u, a) = ã(t),

ũk(t) ( k = 1, 2, ...) and ã(t) are the right hand sides of (13) and (16), correspondingly.
Obviously √

3

3
< βk <

√
2,

√
2

2
<

1

βk
<

√
3 .

Then we have( ∞∑
k=1

(λ5k ∥ũk(t)∥C[0,T ])
2

) 1
2

≤ 2

( ∞∑
k=1

(λ5k |φk|)2
) 1

2

+ 2
√
3

(
5

∞∑
k=1

(λ5k |ψ k|)2
) 1

2

+

+2
√
3T

(∫ T

0

∞∑
k=1

(λk |fk(τ)|)2dτ

) 1
2

+ 2
√
3 T ∥a(t)∥C[0,T ]

( ∞∑
k=1

(λ5k ∥uk(t)∥C[0,T ])
2

) 1
2

, (17)

∥ã(t)∥C[0,T ] =
∥∥∥[h(t)]−1

∥∥∥
C[0,T ]

{∥∥h′′(t)− f(0, t)
∥∥
C[0,T ]

+

+
√
2

( ∞∑
k=1

λ−2
k

) 1
2

( ∞∑
k=1

(λ5k |φk|)2
) 1

2

+
√
3

( ∞∑
k=1

(λ5k |ψ k|)2
)
+
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+
√
3T

(∫ T

0

∞∑
k=1

(λ4k |fk(τ)|)2dτ

) 1
2

+
√
3T ∥a(t)∥C[0,T ]

( ∞∑
k=1

(λ5k ∥uk(t)∥C[0,T ])
2

) 1
2

.

+

( ∞∑
k=1

(λk ∥fk(t)∥C[0,T ])
2

) 1
2

+ ∥a(t)∥C[0,T ]

( ∞∑
k=1

(λ5k ∥uk(t)∥C[0,T ])
2

) 1
2

 (18)

Assume that the data of problem (1)-(3), (5) satisfy the following conditions: ]]

1. φ(x) ∈ C4[0, 1], φ(5)(x) ∈ L2(0, 1), φ
′(0) = φ(1) = φ′′′(0) = φ′′(1) == φ(4)(1) = 0′.

2. ψ(x) ∈ C4[0, 1], ψ(5)(x) ∈ L2(0, 1), ψ
′(0) = ψ(1) = ψ′′′(0) = ψ′′(1) = ψ(4)(1) = 0 .

3. f(x, t) ∈ C(DT ), fx(x, t) ∈ L2(DT ), f(1, t) = 0 (0 ≤ t ≤ T ).

4. h(t) ∈ C2[0, T ] , h(t) ̸= 0 (0 ≤ t ≤ T ).
Then from (17)-(18) we have

∥ũ(x, t)∥B7
2,T

≤ A1(T ) +B1(T ) ∥a(t)∥C[0,T ] ∥u(x, t)∥B7
2,T
, (19)

∥ã(t)∥C[0,T ] ≤ A2(T ) +B2(T ) ∥a(t)∥C[0,T ] ∥u(x, t)∥B7
2,T
, (20)

where

A1(T ) = 2
∥∥∥φ(5)(x)

∥∥∥
L2(0,1)

+ 2
√
3
∥∥∥ψ(5)(x)

∥∥∥
L2(0,1)

+ 2
√
3T2 ∥fx(x, t)∥L2(DT ) ,

B1(T ) = 2
√
3T,

A2(T ) =
∥∥∥[h(t)]−1

∥∥∥
C[0,T ]

{∥∥h′′(t)− f(0, t)
∥∥
C[0,T ]

+

( ∞∑
k=1

λ−2
k

) 1
2

××
[∥∥∥φ(5)(x)

∥∥∥
L2(0,1)

+

+
√
3
∥∥∥ψ(3)(x)

∥∥∥
L2(0,1)

+
√
3T ∥fx(x, t)∥L2(DT )

∥∥∥∥fx(x, t)∥C[0,T ]

∥∥∥
L2(0.1)

]}
,

B2(T ) =
∥∥∥[h(t)]−1

∥∥∥
C[0,T ]

( ∞∑
k=1

λ−2
k

) 1
2

(T + 1).

From inequalities (19)-(20) we conclude

∥ũ(x, t)∥B5
2,T

+ ∥ã(t)∥C[0,T ] ≤ A(T ) +B(T ) ∥a(t)∥C[0,T ] ∥u(x, t)∥B5
2,T
, (21)

where

A(T ) = A1(T ) +A2(T ), B(T ) = B1(T ) +B2(T ).

So, we can prove the following theorem:

Theorem 2. Let conditions 1-4 be satisfied and

(A(T ) + 2)2B(T ) < 1. (22)

The problem (1)-(3), (5) has a unique solution in the ball K = KR(||z ||E5
T
≤ R = A(T ) + 2)

of the space E5
T .
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Proof. In the space E5
T consider the equation

z = Φz, (23)

where z = {u, a}, the components Φi(u, a)(i = 1, 2) of the operator Φ(u, a) are defined by the
right hand sides of equations (14) and (16) .

Consider the operator Φ(u, a) in the ball K = KR from E5
T . Similarly to (22) we obtain that

the estimations

∥Φz∥E5
T
≤ A(T ) +B(T ) ∥a(t)∥C[0,T ] ∥u(x, t)∥B7

2,T
, (24)

∥Φz1 − Φz2∥E5
T
≤

≤ B(T )R
(
∥a1(t)− a2(t)∥C[0,T ] + ∥u1(x, t)− u2(x, t)∥B5

2,T

)
(25)

for the arbitrary z, z1, z2 ∈ KR . Then, from estimates (24), (25), taking into account (22), it
follows that the operator Φ acts in the ball and is contractive. Therefore in the ball K = KR

the operator Φ has a single fixed point {u, a} which is a unique solution to equation (23) in the
ball K = KR, i.e. {u, a} is a unique solution to system (14)-(16) in the ball K = KR.

The function u(x, t) as an element of the spaceB5
2,T has continuous derivatives u(x, t), ux(x, t),

uxx(x, t), uxxx(x, t), uxxxx(x, t) in DT .

As one can easily see from( ∞∑
k=1

(λ5k
∥∥u′′k(t)∥∥C[0,T ]

)2

) 1
2

≤
√
2

( ∞∑
k=1

(λ5k ∥uk(t)∥C[0,T ])
2

) 1
2

+

+
√
2
∥∥∥∥fx(x, t) + a(t)ux(x, t) + b(t)utx(x, t)∥C[0,T ]

∥∥∥
L2(0,1)

.

It implies that utt(x, t),uttx(x, t),uttxx(x, t),uttxxx(x, t),uttxxxx(x, t) are continuous in DT .

It is easy to check that equation (1) and conditions (2), (3) and (5) are satisfied in the
usual sense. Therefore, {u(x, t), a(t)}is a solution to problem (1)-(3), (5), and, by virtue of the
corollary of Lemma 1, it is unique in the ball K = KR. The theorem is proved.

Using Theorem 1, we prove the following

Theorem 3. Let all conditions of Theorem 2 be satisfied and

φ(0) = h(0) , ψ(0) = h′(0) .

The problem (1)-(4) has unique classical solution in the ball K = KR

(
∥z∥E5

T
≤ R = A(T ) + 2

)
.
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